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Context: Dit is één van meerdere perspectieven binnen Project AIAS. Voor de volledige 
achtergrond wordt aangeraden eerst het manifest te lezen.


Project AIAS verkent de maatschappelijke, organisatorische en menselijke impact van 
kunstmatige intelligentie.
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1. Waar dit perspectief over gaat 

Dit perspectief kijkt naar verantwoordelijkheid in een wereld waarin beslissingen steeds vaker tot 
stand komen in samenwerking tussen mens en machine. Wanneer analyse, advies en uitvoering 
deels door systemen worden verzorgd, vervaagt de traditionele scheidslijn tussen handelen en 
ondersteunen.


2. Wat er zichtbaar wordt


Wanneer mens en machine samen beslissen, verschuift verantwoordelijkheid op een aantal 
concrete manieren:


• Besluiten zijn steeds vaker het resultaat van ketens in plaats van individuen;

• Oorzaken worden moeilijker te herleiden tot één handelende partij;

• Verantwoordelijkheid verschuift van actie naar ontwerp en inrichting;

• Transparantie wordt belangrijker dan schuldvraag;

• Juridische kaders lopen achter op technologische praktijk;

• Vertrouwen vraagt expliciete borging in processen en rollen.


Verantwoordelijkheid verdwijnt niet, maar verspreidt zich.


3. Spanningsvelden die ontstaan 

Deze verschuiving roept fundamentele vragen op:


1. Wie is aanspreekbaar wanneer een systeem adviseert en een mens besluit?

2. Hoe verdeel je verantwoordelijkheid zonder haar te verdunnen?

3. Wanneer is iets een fout en wanneer een systeemkenmerk?

4. Kan rechtvaardigheid bestaan zonder volledige transparantie?




Hier ontstaat spanning tussen controle en complexiteit, tussen aansprakelijkheid en realiteit.


4. Plaats binnen AIAS 

Binnen AIAS wordt verantwoordelijkheid niet gezien als iets dat eenvoudig kan worden 
toegewezen, maar als iets dat bewust moet worden georganiseerd. Dit perspectief maakt 
zichtbaar dat juridische kaders alleen niet volstaan wanneer besluitvorming gedeeld is tussen 
mens en machine.


AIAS nodigt uit om verantwoordelijkheid te verplaatsen van het moment van falen naar het 
moment van ontwerp: wie bepaalt hoe systemen meedenken, waar grenzen liggen en wanneer 
menselijk oordeel doorslaggevend blijft.


5. Voorbeeld — Besluitvorming in organisaties 

In organisaties waar AI systemen ondersteunt bij risico-inschatting, prioritering of 
besluitvoorbereiding ontstaat een nieuw verantwoordelijkheidsvraagstuk. Wanneer een besluit 
juridisch of maatschappelijk gevolgen heeft, is het niet altijd duidelijk of de oorzaak ligt bij het 
systeem, de gebruiker of de inrichting van het proces.


Organisaties die hier bewust mee omgaan, maken expliciet wie waarvoor verantwoordelijk is: niet 
alleen bij uitkomst, maar ook bij ontwerp, monitoring en bijsturing. Verantwoordelijkheid wordt 
daarmee geen sluitstuk achteraf, maar een integraal onderdeel van hoe systemen worden ingezet.


In een wereld van gedeelde besluitvorming verschuift recht van bestraffen naar vooraf begrenzen.



